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ABSTRACT
Uncovering the topics within short texts, such as tweets and instant messages, has become an important task for many content analysis applications. However, directly applying conventional topic models (e.g. LDA and PLSA) on such short texts may not work well. The fundamental reason lies in that conventional topic models implicitly capture the document-level word co-occurrence patterns to reveal topics, and thus suffer from the severe data sparsity in short documents. In this paper, we propose a novel way for modeling topics in short texts, referred as biterm topic model (BTM). Specifically, in BTM we learn the topics by directly modeling the generation of word co-occurrence patterns (i.e. biters) in the whole corpus. The major advantages of BTM are that 1) BTM explicitly models the word co-occurrence patterns to enhance the topic learning; and 2) BTM uses the aggregated patterns in the whole corpus for learning topics to solve the problem of sparse word co-occurrence patterns at document-level. We carry out extensive experiments on real-world short text collections. The results demonstrate that our approach can discover more prominent and coherent topics, and significantly outperform baseline methods on several evaluation metrics. Furthermore, we find that BTM can outperform LDA even on normal texts, showing the potential generality and wider usage of the new topic model.

Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Information Search and Retrieval; I.5.3 [Pattern Recognition]: Clustering
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1. INTRODUCTION
Short texts are prevalent on the Web, no matter in traditional Web sites, e.g. Web page titles, text advertisements and image captions, or in emerging social media, e.g. tweets, status messages, and questions in Q&A websites. Uncovering the topics of such short texts is crucial for a wide range of content analysis tasks, such as content characterizing [26, 35, 14], user interest profiling [32], emerging topic detecting [20] and so on. However, unlike the traditional normal documents (e.g. news articles and academic papers), the lack of rich context in short texts makes the topic modeling a challenging problem.

Conventional topic models, like PLSA [16] and LDA [3], are widely used for uncovering the hidden topics from text corpus. In general, documents are modeled as mixtures of topics, where a topic is a probability distribution over words. Statistical techniques are then utilized to learn the topic components and mixture coefficients of each document. In essence, the conventional topic models reveal the latent topics within the text corpus by implicitly capturing the document-level word co-occurrence patterns [5, 30]. Therefore, directly applying these models on short texts will suffer from the severe data sparsity problem (i.e. the sparse word co-occurrence patterns in each short document) [17]. More specifically, 1) the occurrences of words in short document play less discriminative role compared to lengthy documents where the model has enough word counts to know how words are related [17]; 2) The limited contexts make it more difficult for topic models to identify the senses of ambiguous words in short documents.

One simple but popular way to alleviate the sparsity problem is to aggregate short texts into lengthy pseudo-documents before training a standard topic model. For example, Weng et al. [32] aggregated the tweets published by individual user into one document before training LDA. Besides the user-based aggregation, Hong et al. [17] also aggregated the tweets containing the same word, and shown that topic models trained on these aggregated messages work better than the regular LDA. However, such heuristic data aggregation methods are highly data-dependent. For example, the user information is not always available in some datasets, like the collection of Web page titles or advertisements. Even if the user information is available, e.g. in tweets data, most users only have few tweets which makes the aggregation less effective.

Another way to deal with the problem is to make stronger assumptions on the data. A typical way is to assume that a short document only covers a single topic. For example, Zhao et al. [35] modeled each tweet in the way of mixture of unigrams [23]. Similar approach can be found in [12], where words in each sentence are assumed to be drawn from the same topic. Compared to LDA and PLSA, the simplified data generation process may help alleviate the sparsity problem in short texts. However, it loses the flexibility to capture different topic ingredients in one document, and suf-
fers from overfitting issues due to the peaked posteriors of topics $P(z|d)$ [3]. Unlike these approaches, in this paper, we propose a novel topic model for short texts to tackle the sparsity problem. The main idea comes from the answers of the following two questions. 1) Since topics are basically groups of correlated words and the correlation is revealed by word co-occurrence patterns in documents, why not explicitly model the word co-occurrence for topic learning? 2) Since topic models on short texts suffer from the problem of sparse patterns in short documents, why not use the rich global word co-occurrence patterns for better revealing topics? Specifically, we propose a generative bitemf topic model (BTM), which learns topics over short texts by directly modeling the generation of biterms in the whole corpus. Here, a bitemf is an unordered word-pair co-occurred in a short context. The data generation process under BTM is that the corpus consist of a mixture of topics, and each bitemf is drawn from a specific topic. Compared with conventional topic models, the major differences and advantages of BTM lie in that 1) BTM explicitly models the word co-occurrence patterns (i.e. biterms), rather than documents, to enhance the topic learning; and 2) BTM uses the aggregated patterns in the whole corpus for learning topics to solve the problem of sparse patterns at document-level. By learning BTM, we can obtain the topic components and a global topic distribution of the corpus, except the topic distribution of each individual document as it does not model the document generation process. However, we show that the topic distribution of each document can be naturally derived based on the learned model. We conduct extensive experiments on two real-world short text collections, i.e. the datasets from Twitter and a Q&A website. Experimental results show that BTM can discover more prominent and coherent topics than the baseline methods. Quantitative evaluations confirm the superiority of BTM on several evaluation metrics. Additionally, we also test our approach on a normal text collection, i.e. 20Newsgroup. It is surprising for us to find that BTM can outperform LDA even on normal texts, showing the potential generality and wider usage of the new topic model. The rest of the paper is organized as follows: in Section 2, we give a brief review of related works. Section 3 introduces our model for short text topic modeling, and discuss its implementation in Section 4. Experimental results are presented in Section 5. Finally, conclusions are made in the last section.

2. RELATED WORKS

In this section, we briefly summarize the related work from the following two perspectives: topic models on normal texts, and that on short ones.

2.1 Topic Models on Normal texts

Topic models have been proposed to uncover the latent semantic structure from text corpus. The effort of mining semantic structure in a text collection can be dated from latent semantic analysis (LSA) [9], which utilizes the singular value decomposition of the document-term matrix to reveal the major associative words patterns. Probabilistic latent semantic analysis (PLSA) [16] improves LSA with a sounder probabilistic model based on a mixture decomposition derived from a latent class model. In PLSA, a document is presented as a mixture of topics, while a topic is a probability distribution over words. Extending PLSA, Latent Dirichlet Allocation (LDA) [3] adds Dirichlet priors on topic distributions, resulting in a more complete generative model. Due to its nice generalization ability and extensibility, LDA achieves huge success in text mining domain.

In the last decade, topic models have been extensively studied. Many more complicated variants and extensions of LDA and PLSA have been proposed, such as the author-topic model [27], Bayesian nonparametric topic model [29], and supervised topic model [2]. Among them two works close to us are the recently proposed regularized topic model [22] and the generalized Pólya model [21], which also employ word co-occurrence statistics to enhance topic learning. However, both of them utilize word co-occurrences as structure priors for topic-word distribution, rather than directly modeling their generation process. Above all, almost all the models mentioned above deal with normal text without considering the specificity of short texts.

2.2 Topic Models on Short Texts

Early studies mainly focused on exploiting external knowledge to enrich the representation of short texts. For example, Sahami et al.[28] suggested a search-snippet-based similarity measure for short texts. Phan et al.[24] learned hidden topics from large external resources to enrich the representation of short texts. Jin et al.[19] learned topics on short texts via transfer learning from auxiliary long text data. These ways may be helpful in some specific domains, but not general since favorable external dataset might not be always available. Additionally, these approaches and ours are complementary rather than competitive.

With the emergence of social media in recent years, topic models have been utilized for social media content analysis in various tasks, such as content characterizing [26, 35], event tracking [20], content recommendation [25, 8], and influential users prediction [32]. However, due to the lack of specific topic models for short texts, some researchers directly applied conventional (or slightly modified) topic models for analysis [26, 31]. Some others tried to aggregate short texts into lengthy pseudo-documents based on some additional information, and then train conventional topic models [32, 35]. Hong et al. [17] made a comprehensive empirical study of topic modeling in Twitter, and suggested that new topic models for short texts are in demand.

In our previous works, we developed methods based on non-negative matrix factorization for short text clustering [34] and topic learning [33] by exploiting global word co-occurrence information. This work extends them by proposing a more principled approach to model topics over short texts. To the best of our knowledge, the proposed topic model is the first one focusing on general-domain short texts, which does not exploit any external knowledge.

3. OUR APPROACH

Conventional topic models learn topics based on document-level word co-occurrence patterns, whose effectiveness will be highly influenced in short text scenario where the word co-occurrence patterns become very sparse in each document. To tackle this problem, here we propose a novel bitemf topic model, which learns topics over short texts by directly modeling the generation of all the biterms (i.e. word co-occurrence patterns) in the whole corpus.
3.1 Biterm Extraction

Without loss of generality, topics are represented as groups of correlated words in topic models, while the correlation is revealed by word co-occurrence patterns in documents. For example, if the words “apple”, “iphone”, “ipad” and “app” frequently co-occur with each other in the same contexts, we can identify that they belong to a same topic (i.e. apple company and its products). Conventional topic models implicitly capture such word co-occurrence patterns by modeling word generation from the document level. Different from those approaches, our BTM directly models the word co-occurrence patterns based on biterms. A biterm denotes an unordered word-pair co-occurring in a short context (i.e. an instance of word co-occurrence pattern). Here the short context refers to a proper text window containing meaningful word co-occurrences. In short texts, since documents are usually short and specific, we just take each document as an individual context unit. We extract any two distinct words in a short text document as a biterm. For example, in the short text document “I visit apple store.”, if we ignore the stop word “I”, there are three biterms, i.e. “visit apple”, “visit store”, “apple store”. The biterms extracted from all the documents in the collection compose the training data of BTM.

3.2 Biterm Topic Model

The key idea of BTM is to learn topics over short texts based on the aggregated biterms in the whole corpus to tackle the sparsity problem in single document. Specifically, we consider that the whole corpus as a mixture of topics, where each biterm is drawn from a specific topic independently\(^1\). The probability that a biterm drawn from a specific topic is further captured by the chances that both words in the biterm are drawn from the topic. Suppose \(\alpha\) and \(\beta\) are the Dirichlet priors. The specific generative process of the corpus in BTM can be described as follows:

1. For each topic \(z\)
   
   (a) draw a topic-specific word distribution \(\phi_z \sim \text{Dir}(\beta)\)
   
2. Draw a topic distribution \(\theta \sim \text{Dir}(\alpha)\) for the whole collection

3. For each biterm \(b\) in the biterm set \(B\)
   
   (a) draw a topic assignment \(z \sim \text{Multi}(\theta)\)
   
   (b) draw two words: \(w_i, w_j \sim \text{Multi}(\phi_z)\)

Following the above procedure, the joint probability of a biterm \(b = (w_i, w_j)\) can be written as:

\[
P(b) = \sum_z P(z) P(w_i|z) P(w_j|z).
\]

Thus the likelihood of the whole corpus is:

\[
P(B) = \prod_{(i,j)} \sum_z \theta_z \phi_{ij|z} \phi_{j|i} \tag{1}
\]

We can see that, here we directly model the word co-occurrence pattern, rather than a single word, as an unit conveying semantics of topics. No doubt the co-occurrence of a pair of words can much better reveal the topics than the occurrence of a single word, and then enhance the learning of topics. Moreover, all the biterms from the whole corpus, rather than from a single document, are aggregated together for the topic learning. Therefore, we can fully leverage the rich global word co-occurrence patterns to better reveal the latent topics.

For better understanding the uniqueness of BTM from conventional topic models, here we make a comparison between BTM and two typical models for topic learning, i.e. LDA and mixture of unigrams. Figure 1 illustrates the graphical representation of the three models. We can see, in LDA each document is generated by first drawing a document-level topic distribution \(\theta_d\), and then iteratively sampling a topic assignment \(z\) for each word \(w\) in the document. LDA implicitly captures the document-level word co-occurrence patterns since the topic assignment variable \(z\) of each word depends on other words in the same document through sharing the same document-level topic distribution \(\theta_d\). Hence, when documents are short, LDA will suffer from the sparsity problem due to its excessive reliance on local observations for the inference of word topic assignment \(z\), which in turn hurts the learning of topics \(\phi\).

Different from LDA, mixture of unigrams draws the topic assignment \(z\) for each document from a corpus-level topic distribution \(\theta\). Leveraging the information of the whole corpus, it alleviates the sparsity problem in topic inference,
which in turn helps the learning the topic components \( \phi \). However, mixture of unigrams assumes that all the words in a document are sampled from the same topic. This assumption is so strong that it prevents the model from modeling fine topics in documents. As we can see, even in short texts, there might be multiple topics in one document.

BTM, shown in Figure 1(c), overcomes the data sparsity problem of LDA by drawing topic assignment \( z \) from the corpus-level topic distribution \( \theta \) as mixture of unigrams does. Meanwhile, it also surmounts the disadvantage of mixture of unigrams by breaking documents into biterms. In this way, BTM not only can keep the correlation between words, but also can capture multiple topic gradients in a document, since the topic assignments of different biterms in a document are independent.

### 3.3 Inferring Topics in a Document

A major difference between BTM and conventional topic models is that BTM does not model the document generation process. Therefore, we cannot directly obtain the topic proportions of documents during the topic learning process. To infer the topics in a document, we assume that the topic proportions of a document equals to the expectation of the topic proportions of documents during the topic learning process. Therefore, we cannot directly obtain the topic models is that BTM does not model the document generation process.
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### 3.3 Inferring Topics in a Document

A major difference between BTM and conventional topic models is that BTM does not model the document generation process. Therefore, we cannot directly obtain the topic proportions of documents during the topic learning process. To infer the topics in a document, we assume that the topic proportions of a document equals to the expectation of the topic proportions of documents generated from the document:

\[
P(z|d) = \sum_{b} P(z|b)P(b|d). \tag{3}
\]

In Eq.(3), \( P(z|b) \) can be calculated via Bayes’ formula based on the parameters estimated in BTM:

\[
P(z|b) = \frac{P(z)P(w_i|z)P(w_j|z)}{\sum_{z} P(z)P(w_i|z)P(w_j|z)},
\]

where \( P(z) = \theta_z \), and \( P(w_i|z) = \phi_{ij|z} \). Then the remaining problem is how to obtain \( P(b|d) \). Here we simply take the empirical distribution of biterms in the document as the estimation

\[
P(b|d) = \frac{n_{bd}(b)}{\sum_{b} n_{bd}(b)},
\]

where \( n_{bd}(b) \) is the frequency of the biterm \( b \) in the document \( d \). In short texts, \( P(b|d) \) is nearly an uniform distribution over all biterms in the document \( d \). Despite of its simplicity, we find this estimation always obtains good results in practice. More sophisticated ways may be studied in the future work.

### 4. PARAMETERS INFEERENCE

In this section, we describe the algorithm to infer the parameters \{\( \phi, \theta \)\} in BTM, and compare its complexity with LDA.

#### 4.1 Inference by Gibbs Sampling

Similar as LDA, inference cannot be done exactly in BTM. Hence, we adopt Gibbs sampling to perform approximate inference. Gibbs sampling is a simple and widely applicable Markov chain Monte Carlo algorithm. Compared to other inference methods for latent variable models, like variational inference and maximum posterior estimation, Gibbs sampling has two advantages. First, it is in principal more accurate since it asymptotically approaches the correct distribution. Second, it is more memory-efficient since it only requires to maintain the counters and state variables, making it preferred for large-scale dataset. More detailed comparison of these methods can be found in [1].

The basic idea of Gibbs sampling is to estimate the parameters alternatively, by replacing the value of one variable by a value drawn from the distribution of that variable conditioned on the values of the remaining variables. In BTM, we need to sample all the three types of latent variables \( z, \phi \) and \( \theta \). However, with the technique of collapsed Gibbs sampling [10], \( \phi \) and \( \theta \) can be integrated out due to the conjugate priors \( \alpha \) and \( \beta \). Consequently, we only have to sample the topic assignment for each biterm from its conditional distribution given the remaining variables.

To perform Gibbs sampling, we first choose initial states for the Markov chain randomly. Then we calculate the conditional distribution \( P(z|\cdot, B, \alpha, \beta) \) for each biterm \( b = (w_i, w_j) \), where \( z_{\cdot, b} \) denotes the topic assignments for all biterms except \( b \), \( B \) is the global biterm set. By applying the chain rule on the joint probability of the whole data, we can obtain the conditional probability conveniently:

\[
P(z|\cdot, B, \alpha, \beta) \propto n_{z, b}(z_{\cdot, b}) \frac{\prod_{i} (n_{w, i | z} + \beta)(n_{w, j | z} + \beta)}{\prod_{w} n_{w | z} + M \beta},
\]

where \( n_{z, b} \) is the number of biterms assigned to the topic \( z \), and \( n_{w, i | z} \) is the number of times of the word \( w \) assigned to the topic \( z \). Following the conventions of LDA, here we use symmetric Dirichlet priors \( \alpha \) and \( \beta \). Note that once a biterm is assigned to the topic \( z \), the two words \( w_i \) and \( w_j \) in it will be assigned to the topic simultaneously.

Finally, with the counters of the topic assignments of biterm and word occurrences, we can easily estimate the topic-word distributions \( \phi \) and global topic distribution \( \theta \) as:

\[
\phi_{w | z} = \frac{n_{w | z} + \beta}{\sum_{w} n_{w | z} + M \beta} \tag{5}
\]

\[
\theta_z = \frac{n_z + \alpha}{|B| + K \alpha} \tag{6}
\]

where \( |B| \) is the total number of biterms.

An overview of the Gibbs sampling procedure we use is shown in Algorithm 1. Due to space limitation, we omit the detailed derivation of it.

#### 4.2 Complexity Analysis

The major time consuming part in the Gibbs sampling procedure of BTM is evaluating the conditional probability in Eq.(4) for all the biterms, with time complexity \( O(K|B|) \). During the entire process, we need to keep the counters \( n_z, n_{w | z} \), and the topic assignment \( z \) for each biterm, in total of

\[
\text{Algorithm 1: Gibbs sampling algorithm for BTM}
\]

\[
\text{Input: the number of topics } K, \text{ hyperparameters } \alpha, \beta, \text{ biterm set } B
\]

\[
\text{Output: multinomial parameter } \phi \text{ and } \theta
\]

\[
\text{initialize topic assignments randomly for all the biterms}
\]

\[
\text{for } \text{iter } = 1 \text{ to } N_{\text{iter}} \text{ do}
\]

\[
\text{for } b \in B \text{ do}
\]

\[
\text{draw } z_b \text{ from } P(z|\cdot, B, \alpha, \beta)
\]

\[
\text{update } n_z, n_{w_i | z}, \text{ and } n_{w_j | z}
\]

\[
\text{compute the parameters } \phi \text{ in Eq.(5) and } \theta \text{ in Eq.(6)}
\]
BTM is a better choice for large datasets. A large BTM is used to store the biterms in training datasets. Therefore, LDA requires more memory when the memory cost is a bottleneck. When the memory cost is a bottleneck, BTM has a lower memory requirement than LDA when the topic number is larger than 200. As opposed to LDA, we find that memory required by LDA rapidly increases as the number of topics increases.

We can see the time complexity of BTM is about \( O(KD) \) times of LDA. In short texts, the average length of documents in the collection is 5.21. In the Tweets2011 collection, therefore, the run-time of BTM is still comparable with LDA, though the run-time of BTM is about 3 times of LDA. In short texts, the average length of documents in the collection is 5.21. In the Tweets2011 collection, therefore, the run-time of BTM is still comparable with LDA, though the run-time of BTM is about 3 times of LDA. However, for very large datasets and a large number of topics, BTM is a better choice for large datasets. As opposed to LDA, we find that memory required by LDA rapidly increases as the number of topics increases.

### Table 1: Time complexity and the number of variables

<table>
<thead>
<tr>
<th>method</th>
<th>time complexity</th>
<th>#variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>( O(KD) )</td>
<td>(</td>
</tr>
<tr>
<td>BTM</td>
<td>( O(KB) )</td>
<td>(</td>
</tr>
</tbody>
</table>

\((K + MK + |B|)\) variables in memory. Note that in LDA, we need to draw topic assignment for every word occurrence in documents, which costs time \( O(KD) \), where \( l = \sum t_i/|D| \) is the average length of documents in the collection. For memory cost, LDA has to maintain the counters \( n_{ijb}, n_{ijk} \), and the topic assignment \( z \) for each word occurrence[15], in total of \(|D|K + MK + |D|l \) variables. Table 1 lists the time complexity and variables required to maintain in the Gibbs sampling procedure of LDA, and BTM.

To compare the time and memory cost between BTM and LDA, we approximately rewrite \(|B|\) as:

\[
|B| \approx \frac{|D|(l - 1)}{2}
\]

We can see the time complexity of BTM is about \((l - 1)/2\) times of LDA. In short texts, the average length of documents is very small, e.g. \( l = 5.21 \) in the Tweets2011 collection, thus the run-time of BTM is still comparable with LDA. However, for very large datasets and a large topic number \( K \), LDA is susceptible to memory problems owing to a huge value of \(|D|K\).

Table 2 shows the average run-time (per iteration) of BTM and LDA in our experiments on the Tweets2011 collection. We find the run-time of BTM is always about 3 times of LDA for different topic number \( K \). Table 3 shows the overall memory cost of BTM and LDA in the same collection. We find that memory required by LDA rapidly increases as the topic number \( K \) grows, which costs more than 10 times of memory than BTM when \( K \) is larger than 200. As opposed to LDA, memory required by BTM grows very slowly. With further investigation, we find the major part of memory in BTM is used to store the biterms in training dataset. Therefore, BTM is a better choice for large datasets and a large topic number \( K \), when the memory cost is a bottleneck.

### 5. EXPERIMENTS

In this section, we conduct experiments on real-world short text collections to demonstrate the effectiveness of our proposed approach. We take two typical topic models as our baseline methods, namely LDA and mixture of unigrams.

All the experiments were carried on a Linux server with Intel Xeon 2.33 GHz CPU and 16G memory. Both BTM and LDA, mixture of unigrams were implemented via C++ code. For LDA, we used the open-source implementation GibbsLDA++. Parameters were tuned via grid search: for LDA, \( \alpha = 0.05 \) and on short text collections, and \( \alpha = 50/K \) on the normal text collection, \( \beta = 0.01 \); for BTM and mixture of unigrams, \( \alpha = 50/K \) and \( \beta = 0.01 \). In all the methods, Gibbs sampling was run for 1,000 iterations. The results reported are the average over 10 runs.

One typical way for topic model evaluation is to compare the perplexity or marginal likelihood on a held-out test set [3, 11, 12]. However, since BTM not models the generation process of documents, these measures are not available for us. Moreover, these measures do not reflect the topic quality rightly [6]. Therefore, we evaluate the performance of BTM on topic modeling on some other task-dependent metrics.

#### 5.1 Evaluation on Tweets2011 Collection

To verify the effectiveness of BTM on short texts, we carried experiments on a standard short text collection, namely Tweets2011\(^3\). It was published in TREC 2011 microblog track, which provides approximately 16 million tweets sampled between January 23rd and February 8th, 2011. Besides the complete content of tweets, it also includes an user id, and a timestamp for each tweet. To reduce low-quality tweets, we processed the raw content via the following normalization steps: (a) removing non-Latin characters and stop words; (b) converting letters into lower case; (c) removing words with document frequency less than 10; (d) filtering out tweets with length less than 2; (e) removing duplicate tweets. At last, we left 4,230,578 valid tweets, 98,857 distinct words, and 2,039,877 users. The average document length is 5.21.

We compared BTM with three topic modeling methods on this short texts collection: (a) the standard LDA, which takes each tweet as a document; (b) LDA-U, which aggregates all the tweets from a user to a big pseudo-document before training LDA; (c) mixture of unigrams (denoted as Mix), which assumes each tweet only exhibits a single topic. In this collection, we set the number of topics \( K = 50 \) for all the methods.

### 5.1.1 Quality of Topics

To investigate the quality of topics discovered by all the test methods, we first sample some topics for visualization. Following [7], we randomly drew two topics shared by the test methods, we first sample some topics for visualization. Following [7], we randomly drew two topics shared by the test methods.

<table>
<thead>
<tr>
<th>( K )</th>
<th>50</th>
<th>100</th>
<th>150</th>
<th>200</th>
<th>250</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>3177m</td>
<td>5524m</td>
<td>7890m</td>
<td>10218m</td>
<td>12561m</td>
</tr>
<tr>
<td>BTM</td>
<td>927m</td>
<td>946m</td>
<td>964m</td>
<td>984m</td>
<td>1002m</td>
</tr>
</tbody>
</table>

\(^3\)Code of BTM: http://code.google.com/p/btm/
\(^4\)http://gibbslda.sourceforge.net/
\(^5\)http://trec.nist.gov/data/tweets/
most representative for a topic, we also listed 20 non-top words (i.e., ranked from 1001 to 1020) ordered by $P(w|z)$. Ideally, a high quality topic should be coherent as much as possible. Hence, it is expected that the non-top words should be relevant to the top words in the same topic.

Table 4 presents the top words (first row) and non-top words (second row) of the topic selected by the word “job”. We find the two words “job” and “jobs” are ranked highest by all the four methods. However, in LDA, some other words, like “web”, “website”, and “google”, are more related to a topic about website, rather than job. The results in LDA-U and mixture of unigrams seem a little better than LDA, but still include a few of less relevant words like “website” and “www”. While in BTM, the top 20 words are more prominent and precise about “job”. In the non-top words, we find LDA includes the least words about “job”, which is hard to connect them to the top words. On the contrary, BTM includes more relevant words about “job” than others, suggesting this topic discovered by BTM is more coherent.

Table 5 presents the top words (first row) and non-top words (second row) of the topic selected by another word “snow”. In the first row, again we can see that the top words in LDA are mixed with words about two different subjects “weather” and “car”. The results in LDA-U is similar to LDA, but more about “weather”. In contrast, the top words in mixture of unigrams and BTM clearly describe weather. In the second row, both LDA and LDA-U list words almost have no connection to “snow”, while some of them are related to “car”. For mixture of unigrams, it is hard to explain the topic based on these non-top words. In BTM, there are still many words about “weather”, like “temperature” and “cyclone”. Besides the two topics presented here, we also find similar phenomenon in remaining topics, which suggests that the topics discovered by BTM are more prominent and coherent than the three baselines.

In order to perform more comprehensive analysis, we utilize an automated metric, namely coherence score, proposed by Mimno et al [21] for topic quality evaluation. Given a topic $z$ and its top $T$ words $V^{(z)} = \{v_1^{(z)}, ..., v_T^{(z)}\}$ ordered by $P(w|z)$, the coherence score is defined as:

$$C(z; V^{(z)}) = \frac{\sum_{t=2}^{T} \sum_{l=1}^{t-1} \log \frac{D(v_l^{(z)}, v_t^{(z)})}{D(v_l^{(z)})}}{T(T-1)},$$

where $D(v)$ is the document frequency of word $v$, $D(v, v')$ is the number of documents words $v$ and $v'$ co-occurred. The coherence score is based on the idea that words belonging to a single concept will tend to co-occur within the same documents. It is empirically demonstrated that the coherence score is highly correlated with human-judged topic coherence. It must be stressed that the coherence score only is appropriate for measuring frequent words in a topic. Because the frequency of rare words is less reliable.

To evaluate the overall quality of a topic set, we calculated the average coherence score, namely $\frac{1}{T} \sum_k C(z_k; V^{(z_k)})$, for each method. The result is listed in Table 6, where the number of top words $T$ ranges from 5 to 20. We find the result is in agreement with previous qualitative analysis. BTM receives the highest coherence score in all the settings, and the superiority is statistically significant (P-value < 0.01 by T-test). Both LDA-U and mixture of unigrams outperform LDA slightly, but the differences are not significant.

### 5.1.2 Quality of Topical Representation of Documents

In the Tweets2011 collection, there is no category information for tweets. Manual labeling might be difficult due to the incomplete and informal content of tweets. Fortunately, some tweets are labeled by their authors with hashtags in the form of “#keyword”. By investigating the data, we find there are mainly three types of usage of hashtags: (a) marking events or topics; (b) defining the types of content, like “#justsayin”, “#quote”; (c) realizing some specified functions, like “#fb” means importing the tweet to Facebook in the meanwhile. In our case, only the first type of hashtags are useful. Therefore, we manually chose 50 frequent hashtags in type (a), listed in Table 7.

Since each hashtag in Table 7 denotes a specific topic labeled by its author, we organized documents with the same hashtag into a cluster. The following evaluation is based on the fact that these clusters should have low intra-cluster distances and high inter-cluster distances.

Considering topic models as a type of dimension reduction methods, each document can be represented by a vector of posterior distribution of topics:

$$d_i = [p(z_1|d_i), ..., p(z_K|d_i)].$$

Then we can measure the distance of two documents by the Jensen–Shannon divergence:

$$dis(d_i, d_j) = \frac{1}{2} D_{KL}(d_i||m) + \frac{1}{2} D_{KL}(d_j||m),$$

where $m = \frac{1}{2}(d_i + d_j)$, and $D_{KL}(p||q) = \sum_i p_i \ln \frac{p_i}{q_i}$ is the Kullback–Leibler divergence. Given a set of clusters $C = \{C_1, ..., C_K\}$, we introduce two distance scores

**Average Intra-Cluster Distance:**

$$IntraDis(C) = \frac{1}{K} \sum_{k=1}^{K} \left[ \sum_{d_i, d_j \in C_k, i \neq j} \frac{2 \text{dis}(d_i, d_j)}{|C_k||C_k - 1|} \right].$$

### Table 6: Average coherence score on the top T words (ordered by $P(w|z)$) in topics discovered by LDA, LDA-U, mixture of unigrams, and BTM. A larger coherence score means the topics are more coherent. It suggests that BTM outperforms others significantly (P-value < 0.01 by t-test).

<table>
<thead>
<tr>
<th>T</th>
<th>5</th>
<th>10</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>−55.0 ± 0.4</td>
<td>−236.4 ± 2.0</td>
<td>−1015.7 ± 5.9</td>
</tr>
<tr>
<td>LDA-U</td>
<td>−54.2 ± 0.8</td>
<td>−234.8 ± 1.1</td>
<td>−1009.4 ± 4.4</td>
</tr>
<tr>
<td>Mix</td>
<td>−53.8 ± 0.1</td>
<td>−233.0 ± 1.4</td>
<td>−1007.6 ± 6.7</td>
</tr>
<tr>
<td>BTM</td>
<td>−52.4 ± 0.1</td>
<td>−227.8 ± 0.3</td>
<td>−990.2 ± 3.8</td>
</tr>
</tbody>
</table>

### Table 7: Hashtags used for evaluation, not including the prefix '#'.

<table>
<thead>
<tr>
<th>Hashtags</th>
</tr>
</thead>
<tbody>
<tr>
<td>jan25</td>
</tr>
<tr>
<td>superbowl</td>
</tr>
<tr>
<td>sotu</td>
</tr>
<tr>
<td>wheniwalittle</td>
</tr>
<tr>
<td>mobsterworld</td>
</tr>
<tr>
<td>jobs</td>
</tr>
<tr>
<td>agoodboyfriend</td>
</tr>
<tr>
<td>bieberfact</td>
</tr>
<tr>
<td>glee</td>
</tr>
<tr>
<td>ifc</td>
</tr>
<tr>
<td>rhoa</td>
</tr>
<tr>
<td>itunes</td>
</tr>
<tr>
<td>thegame</td>
</tr>
<tr>
<td>celebryty asiyanamericanidol</td>
</tr>
<tr>
<td>cancer socialmedial jerseshyore photography jpp6footremix factsaboutboys meatschool libra android sagittarius thissummer trifsherman sagawards ausopen bear weather jaeoongday skins bfgw fashion pandora realstate teamnautism travel nba football marketing design oscars food dating kindle snow obama</td>
</tr>
</tbody>
</table>
Table 5: Topics selected by the word “snow” on the Tweets collection. The first row lists the top 20 words, while the second row lists non-top words ranked from 1001 to 1020 based on $P(w|z)$.

<table>
<thead>
<tr>
<th>LDA</th>
<th>LDA-U</th>
<th>Mixture of unigrams</th>
<th>BTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>snow</td>
<td>snow</td>
<td>snow</td>
<td>snow</td>
</tr>
<tr>
<td>car</td>
<td>weather</td>
<td>weather cold winter</td>
<td>cold weather</td>
</tr>
<tr>
<td>drive</td>
<td>storm</td>
<td>storm rain stay</td>
<td>cold weather</td>
</tr>
<tr>
<td>road</td>
<td>bus</td>
<td>warm due car closed</td>
<td>cold weather</td>
</tr>
<tr>
<td>drive</td>
<td>rain</td>
<td>coming spring drive</td>
<td>cold weather</td>
</tr>
<tr>
<td>ride</td>
<td>traffic</td>
<td>traffic safe sun</td>
<td>cold weather</td>
</tr>
<tr>
<td>safe</td>
<td>warm train</td>
<td>blizzard city</td>
<td>cold weather</td>
</tr>
<tr>
<td>western</td>
<td>dmv</td>
<td>locations sunset</td>
<td>western dmv</td>
</tr>
<tr>
<td>covering</td>
<td>a4</td>
<td>drizzle</td>
<td>covering</td>
</tr>
<tr>
<td>push</td>
<td>pulling</td>
<td>mississippi</td>
<td>covering</td>
</tr>
<tr>
<td>milwaukee</td>
<td>remains</td>
<td>interstate residents</td>
<td>covering</td>
</tr>
<tr>
<td>pace</td>
<td>idiots</td>
<td>portland students</td>
<td>covering</td>
</tr>
<tr>
<td>95</td>
<td>commuter</td>
<td>fireplce</td>
<td>covering</td>
</tr>
<tr>
<td>buick</td>
<td>owner</td>
<td>lettng yuck ton counties</td>
<td>covering</td>
</tr>
<tr>
<td>cta</td>
<td>transmission</td>
<td>signal</td>
<td>covering</td>
</tr>
<tr>
<td>cyclist</td>
<td>flurries</td>
<td>counting blankets</td>
<td>covering</td>
</tr>
<tr>
<td>camping</td>
<td>tyre</td>
<td>pushed</td>
<td>covering</td>
</tr>
<tr>
<td>3pm</td>
<td>springfield</td>
<td>venture</td>
<td>covering</td>
</tr>
</tbody>
</table>

Table 8: $H$ score for different methods on the Tweets2011 collection, smaller value is better. The significant levels (P-value by t-test) are denoted as 0.1*, 0.01**, 0.001***.

<table>
<thead>
<tr>
<th>Method</th>
<th>$H$ score</th>
<th>Significant differences</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>0.576 ± 0.007</td>
<td>&gt;LDA*</td>
</tr>
<tr>
<td>LDA-U</td>
<td>0.564 ± 0.011</td>
<td>&gt;LDA**</td>
</tr>
<tr>
<td>Mix</td>
<td>0.503 ± 0.008</td>
<td>&gt;LDA-U***</td>
</tr>
<tr>
<td>BTM</td>
<td>0.474 ± 0.005</td>
<td>&gt;Mix***</td>
</tr>
</tbody>
</table>

The intuition is that if the average inter-cluster distance is small compared to the average intra-cluster distance, the topical representation of documents agrees well with human labeled clusters (via hashtag). Therefore, we calculate the following ratio to evaluate the quality of one topical representation of documents as [4, 13]:

$$H = \frac{\text{IntraDis}(C)}{\text{InterDis}(C)}.$$
For pre-process, we removed stop words and low-frequency words (i.e., document frequency is less than 3). The final collection contains 189,080 documents, 26,565 distinct words, and 35 categories. The average length of documents is 3.94. Note that in this collection, our baselines do not include LDA-U, since there are few users who submitted more than one question.

We performed the evaluation based on document classification. Considering topic model as a way for dimensionality reduction, which reduces a document to a fixed set of topical features $P(z|d)$, we would like to see how accurate and discriminative of the topical representation of documents for classification. We randomly split documents into training and test subsets with the ratio 4:1, and classified them by the linear SVM classifier LIBLINEAR\(^7\). We reported the accuracy on 5-fold cross validation in Figure 3.

From the results, we can see that BTM always dominates the two baselines. Moreover and the advantage of BTM becomes more notable as the topic number $K$ grows. That is because when the number of topics is small, topics discovered are usually very general. In such case, a short document is more likely to belong to a single topic, thus the performance of BTM is close to mixture of unigrams. In contrast, with the increase of the topic number $K$, we will learn more specific topics. However, mixture of unigrams is unable to capture the multiple topics exhibited in a document. Thus the difference between BTM and mixture of unigrams becomes larger. Another important finding is that mixture of unigrams outperforms LDA all the time. It suggests that LDA is not a good choice for short texts due to the data sparsity problem.

Comparing mixture of unigrams with BTM, we find BTM has stable superiority over mixture of unigrams no matter of the size of the training data.

### 5.3 Evaluation on Normal Texts

In previous experiments, we have demonstrated the effectiveness of BTM on short texts. Although we propose BTM for the short text scenario, there is no limitation for our model to be applied on normal text collections. Therefore, it is also interesting to see how effective is BTM on normal text. For this purpose, we compared BTM with LDA, one of most popular topic models, on a normal text collection. The experiments were carried out on the 20Newsgroup collection\(^8\), a standard corpora including 18,828 messages harvested from 20 different Usenet newsgroups. Each newsgroup corresponding to a different topic. Table 9 lists the names of these newsgroups. For pre-process, we removed stop words and words with frequency less than 3, but without stemming. Finally, 42697 words are left.

We directly trained LDA on the original documents without any other processing. Note that in BTM, we need to extract biterms from the collection. This process is a little different from that in short texts. Recall that a biterm is defined as a word-pair co-occurred in a short context. It is not appropriate to view a lengthy document as a single short context, since it may involve a wide range of topics. In or-

\(^7\)http://www.csie.ntu.edu.tw/~cjlin/liblinear/

\(^8\)http://qwone.com/~jason/20Newsgroups/
For document clustering, we take each topic as a cluster, and model without depending on any extrinsic methods. For evaluation is a direct way to measure the effectiveness of a topic performance of BTM and LDA. Document clustering evaluation is constructed by extracting any two words co-occur within a context window with range no larger than a predefined threshold. We tested different values of it, and report their results together.

We find when the context range threshold is between 30 and 60, suggesting that BTM outperforms LDA significantly when the context range threshold is in each document.

The results are shown in Figure 5. On the whole, it is clear that BTM outperforms LDA significantly when the context range threshold is in each document.

**5.3.1 Quantitative Evaluation**

For quantitative evaluation, we compare the clustering performance of BTM and LDA. Document clustering evaluation is a direct way to measure the effectiveness of a topic model without depending on any extrinsic methods. For document clustering, we take each topic as a cluster, and assign each document in each topic according to the conditional probability of the output topic for a given document. Note that we do not know the optimal context range threshold ahead, therefore, we tested different values of $r$, and report their results together.

We adopt three standard metrics in clustering evaluation as follows. Let $\Omega = \{\omega_1, \ldots, \omega_K\}$ be the set of output clusters, and $C = \{c_1, \ldots, c_P\}$ be $P$ labeled classes of the documents.

- **Purity.** Suppose documents in each cluster should take the dominant class in the cluster. Purity is the accuracy of this assignment measured by counting the number of correctly assigned documents and divides by the total number of test documents. Formally:

$$\text{purity}(\Omega, C) = \frac{1}{n} \sum_{i=1}^{K} \max_{j} |\omega_i \cap c_j|.$$ 

Note that when all the documents in each cluster are with the same class, purity is highest with value of 1. Conversely, it is close to 0 for bad clustering.

- **Normalized Mutual Information (NMI).** Let $I(\Omega; C)$ denote the mutual information between the two partitions $\Omega$ and $C$, NMI penalizes $I(\Omega; C)$ by their entropy $H(\Omega)$ and $H(C)$ to avoid the value biasing to large number of clusters. Formally:

$$\text{NMI}(\Omega, C) = \frac{I(\Omega; C)}{H(\Omega) + H(C)/2} = \frac{\sum_{i,j} |\omega_i \cap c_j| \log \frac{|\omega_i \cap c_j|}{|\omega_i||c_j|}}{(\sum_{i} \frac{|\omega_i|}{n} \log \frac{|\omega_i|}{n} + \sum_{j} \frac{|c_j|}{n} \log \frac{|c_j|}{n})/2}$$

Note that NMI is 1 for perfect match between $\Omega$ and $C$, while 0 if the clustering is random with respect to class membership.

- **Adjusted Rand Index (ARI)**[18]. Consider documents clustering as a series of pair-wise decisions. If two documents both in the same class and the same cluster, or both in different classes and different clusters, the decision is considered to be correct, else false. Rand index measures the percentage of decisions that are correct. Adjusted Rand index is the corrected-for-chance version of Rand index, whose expected value is 0, while the maximum value is also 1 for exactly match.

$$\text{ARI} = \frac{\frac{1}{2} \sum_{i,j} |\omega_i \cap c_j| - \left(\frac{1}{2} \cdot \sum_{i} \left|\omega_i\right| \cdot \sum_{j} \left|c_j\right|\right)/\binom{K}{2}}{\frac{1}{2} \left(\sum_{i} \left|\omega_i\right|\right) + \frac{1}{2} \left(\sum_{j} \left|c_j\right|\right) - \left(\sum_{i} \left|\omega_i\right| \cdot \sum_{j} \left|c_j\right|\right)/\binom{K}{2}}$$

The results are shown in Figure 5. On the whole, it is clear that BTM outperforms LDA significantly when the context range threshold $r$ is between 30 and 60, suggesting that BTM also performs very well on normal texts. In particular, we find when $r = 10$, LDA works better than BTM, implying that the context information utilized by BTM is not enough. As the context range threshold $r$ increases, more word co-occurrence patterns are included, which improves the performance of BTM substantially. However, the improvement slows down when the context range threshold $r$ increases from 30 to 60. An explanation for this behavior is that when the distance between two words increasing, they might be less relevant. At this point, the assumption that the two words in a biterm have the same topic will be less credible. Moreover, a larger context range threshold $r$ will generate much more biterns, which increases the training cost. Therefore, for both effectiveness and efficiency consideration, the context range threshold $r$ should not be too small or too large for normal texts in practice.
the topics within short texts as it explicitly models the word co-occurrence patterns and uses the aggregated patterns in the whole corpus. We carried on experiments on two real-world short text collections and one normal text collection. The results demonstrated that BTM not only can learn higher quality topics, but also more accurately capture the topics of documents than previous methods. Besides, BTM is simple and easy to implement, and also scales up well. All these benefits makes BTM a practicable choice for content analysis on short texts in a wide range of applications.

To the best of our knowledge, we are the first to propose a topic model for general short texts. However, there is still room to improve our work in the future. For example, we would like to find more sophisticated way to estimate the distribution $P(b|d)$, which is uniform in the current work for simplicity. Moreover, it is also interesting to explore the usage of our model in various real-world applications, like content recommendation, event tracking, and short texts retrieval, etc.
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5.3.2 Qualitative Evaluation

Here we study the quality of topics discovered by the two topic models. In practice, a topic model which finds topics with good readability and accurately reflecting the topical structure of data is preferred. Table 10 presents all the topics learned by BTM and LDA, when the number of topics is set to 20. These topics from the two methods are matched based cosine similarity using greedy algorithm. For each topic we list its top words ordered by $P(w|z)$. We can see that the topics 1-16 in BTM and LDA are very similar. Comparison Table 9 and Table 10, we find it is easy to identify the corresponding newsgroup of a topic in topics 1-16, except topic 1 and topic 7. For example, topic 2 is with respect to the newsgroup “sci.med”. It suggests that both BTM and LDA uncover the inherent topical structure of the collection closely.

We also note that topics 17-20 in Table 10 are very different in BTM and LDA. In BTM, we can still identify that topics 17-20 relate to the newsgroups “sci.med”, “comp.os.ms-windows.misc”, “talk.politics.mideast”, “comp.os.ms-windows.misc” respectively. But in LDA, topic 17 is about numerals, topic 18 is a set of common words, while topics 19 and 20 are with poor interpretability. In our view, the differences between the results of the two models are caused by the following reasons. BTM explicitly model the word co-occurrences in local context, it well captures the short-range dependencies between words. Conversely, LDA captures the long-range dependencies in documents [11], which are less specific than short-range ones, resulting in the last four topics more common but less readable.

Table 10: Topics discovered from the 20 Newsgroup collection by BTM and LDA (K=20). “sim” in the last column denotes the cosine similarity of the two topics in a row.

<table>
<thead>
<tr>
<th>BTM</th>
<th>LDA</th>
<th>sim</th>
</tr>
</thead>
<tbody>
<tr>
<td>ax max g9v b8f a86 1d9 pl 145 3t giz</td>
<td>ax max b8f g9v a86 145 1d9 pl 0t 3t</td>
<td>0.99</td>
</tr>
<tr>
<td>god jesus christ church bible people lord christian</td>
<td>god jesus bible christian church christians paul</td>
<td>0.95</td>
</tr>
<tr>
<td>key encryption chip clipper keys government system</td>
<td>key encryption chip clipper government keys public</td>
<td>0.95</td>
</tr>
<tr>
<td>window server display widget set application xtrem file</td>
<td>window server set application sun display problem manager</td>
<td>0.93</td>
</tr>
<tr>
<td>space earth launch mission orbit shuttle system solar</td>
<td>space earth nasa gov time system mission launch</td>
<td>0.91</td>
</tr>
<tr>
<td>writes article don ca david uk wrote cs org</td>
<td>writes article university uk ca michael mail brian</td>
<td>0.90</td>
</tr>
<tr>
<td>0d cx ah w7 mv sp 17 wsc air</td>
<td>0d cx ah w7 mv sp 17 wsc air</td>
<td>0.86</td>
</tr>
<tr>
<td>people writes gun fbi fire children koreah gun batf</td>
<td>people writes gun fbi fire children article koreah</td>
<td>0.83</td>
</tr>
<tr>
<td>people don god writes make good point question</td>
<td>people writes true don religion evidence question god</td>
<td>0.82</td>
</tr>
<tr>
<td>president government people state states rights american</td>
<td>president government people state states rights american</td>
<td>0.80</td>
</tr>
<tr>
<td>medical health disease drug study drugs men cancer</td>
<td>medical health disease drug study drugs men cancer</td>
<td>0.79</td>
</tr>
<tr>
<td>windows drive dos card mac system apple scsi disk</td>
<td>windows drive dos card mac system apple scsi disk</td>
<td>0.75</td>
</tr>
<tr>
<td>image jpeg file graphics images files color data format</td>
<td>image jpeg file graphics images files color data format</td>
<td>0.74</td>
</tr>
<tr>
<td>mail university information fax internet list email</td>
<td>mail university information fax internet list email</td>
<td>0.62</td>
</tr>
<tr>
<td>car cars armenian armenians engine muslims turkish</td>
<td>car cars armenian armenians engine muslims turkish 000</td>
<td>0.62</td>
</tr>
<tr>
<td>10 1993 20 15 00 12 93 11 30</td>
<td>writes year play game good ca insurance scott team games</td>
<td>0.61</td>
</tr>
<tr>
<td>don people ve time good ll make things thing doesn</td>
<td>don people ve time good ll make things thing doesn</td>
<td>0.25</td>
</tr>
<tr>
<td>information group list book post questions read subject</td>
<td>information group list book post questions read subject</td>
<td>0.15</td>
</tr>
<tr>
<td>writes price buy sale problem cost power good interested</td>
<td>writes price buy sale problem cost power good interested</td>
<td>0.03</td>
</tr>
</tbody>
</table>

6. CONCLUSION & FUTURE WORKS

Topic modeling for short texts is an increasingly important task due to the prevalence of short texts on the Web. Compared to normal documents, short texts lack of word frequency and context information, causing severe sparsity problems for conventional topic models. In this paper, we propose a novel probabilistic topic model for short texts, namely bitem model (BTM). BTM can well capture the topics within short texts as it explicitly models the word